Testing for non-linearity in daily sterling exchange rates
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A number of tests for non-linear dependence in time series are presented and implemented on a set of 10 daily sterling exchange rates covering the entire post-Bretton-Woods era until the present day. Irrefutable evidence of non-linearity is shown in many of the series, but most of this dependence can apparently be explained by reference to the GARCH family of models. It is suggested that the literature in this area has reached an impasse, with the presence of ARCH effects clearly demonstrated in a large number of papers, but with the tests for non-linearity which are currently available being unable to classify any additional non-linear structure.

I. INTRODUCTION

Testing for non-linear dependence has become an important area of research in financial econometrics because of its profound implications for model adequacy, market efficiency, and predictability. If we find evidence of non-linearity in financial time series, this suggests that, at least in the short term, forecasts may be improved by switching from a linear to a non-linear modelling strategy, and furthermore, the tests may be viewed as general tests of model adequacy for linear models in the sense that if there is still dependence in the residuals of a linear model (of an albeit more complex form), the original linear models can no longer be viewed as an accurate representation of the data (Hinic and Patterson, 1989). Evidence of non-linear dependence in market returns may also cast doubts on the informational efficiency of financial markets, since in theory (at least) it may be possible to devise a trading strategy which systematically generates positive returns with a probability considerably in excess of one half. It is also of interest to consider whether there is any difference in general between the extent of non-linearity in widely traded currencies, such as the US dollar and Deutschmark relative to those which are infrequently traded or traded in considerably smaller volumes, such as the Austrian schilling or Danish krone. We may expect that, a priori those currencies which are frequently traded should more closely follow the random walk model of weakly efficient markets (Fama, 1970), since their closer and more detailed inspection by traders and analysts should ensure that autoregressive dependencies of any form (i.e. linear or non-linear) are quickly arbitraged away.

The structure of the remainder of the paper is as follows. Section II gives a brief survey of the findings of other studies which have investigated the use of the tests discussed here. Section III introduces and explores the data to be used, and Section IV gives a theoretical treatment of a number of tests for non-linear dependence in time series. The results generated thereof are described in Section V. Section VI offers an analysis of the results and concludes.

II. A SUMMARY OF PREVIOUS RESEARCH IN THE AREA

Since the techniques explored in this paper were popularized by Brock (1986), Hsiew (1989b) and co-workers, there has been an explosion of interest in what appears to be the science of finding structure where there is none, and forecasting the unforecastable. Series of financial returns often appear completely random to standard linear and spectral tests (Brock et al., 1991), but there is a rapidly developing literature which argues that if a different approach, using more powerful techniques is used, it may be possible to uncover a more complex form of dependence in these series. Numerous studies have examined the possibility of non-linear dependence over the last eight years or so, and these can be conveniently categorized into tests on macroeconomic and financial data. Papers by Brock and Sayers
Table 1. Summary statistics for returns data

<table>
<thead>
<tr>
<th>Series</th>
<th>Mean</th>
<th>Variance</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Normality test statistic&lt;sup&gt;a&lt;/sup&gt;</th>
<th>LB(10)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-0.0188</td>
<td>0.2816</td>
<td>-0.5591</td>
<td>6.8080</td>
<td>10295.43</td>
<td>51.3</td>
</tr>
<tr>
<td>C</td>
<td>-0.0016</td>
<td>0.4203</td>
<td>-0.1188</td>
<td>2.9541</td>
<td>1899.69</td>
<td>28.6</td>
</tr>
<tr>
<td>D</td>
<td>-0.0080</td>
<td>0.2705</td>
<td>-0.2934</td>
<td>5.0801</td>
<td>5656.58</td>
<td>32.1</td>
</tr>
<tr>
<td>F</td>
<td>-0.0058</td>
<td>0.2465</td>
<td>-0.0346</td>
<td>7.7472</td>
<td>12982.55</td>
<td>37.0</td>
</tr>
<tr>
<td>G</td>
<td>-0.0181</td>
<td>0.2444</td>
<td>-0.6079</td>
<td>6.1814</td>
<td>8584.09</td>
<td>38.1</td>
</tr>
<tr>
<td>H</td>
<td>0.0001</td>
<td>0.4918</td>
<td>-0.0599</td>
<td>5.3209</td>
<td>6126.73</td>
<td>26.5</td>
</tr>
<tr>
<td>I</td>
<td>0.0103</td>
<td>0.3018</td>
<td>0.0549</td>
<td>10.3139</td>
<td>23011.01</td>
<td>13.8</td>
</tr>
<tr>
<td>J</td>
<td>-0.0280</td>
<td>0.4232</td>
<td>-0.4918</td>
<td>4.0117</td>
<td>3690.20</td>
<td>63.8</td>
</tr>
<tr>
<td>S</td>
<td>-0.0250</td>
<td>0.3532</td>
<td>-0.3014</td>
<td>5.2854</td>
<td>6120.96</td>
<td>19.9</td>
</tr>
<tr>
<td>U</td>
<td>-0.0079</td>
<td>0.4190</td>
<td>-0.0693</td>
<td>3.5162</td>
<td>2678.38</td>
<td>46.6</td>
</tr>
</tbody>
</table>

Notes: <sup>a</sup>Bera and Jarque (1981).
<sup>b</sup>LB(10) is the Ljung–Box (10) statistic.

(1988), DeCoster and Mitchell (1991), Frank et al. (1988) and Lee et al. (1993) fall into the former category. It is fair to say that studies on macroeconomic series have not been particularly successful, being often beset with problems of insufficient data and excessive noise and measurement error (Ramsey et al., 1990; Ramsey and Yuan, 1990). The literature employing financial data has been far more voluminous, and some of the best examples are Abhyankar et al. (1995), Hsieh (1989b), Scheinkman and LeBaron (1989a, 1989b), and Mayfield and Mizrach (1992). With the notable exception of Wiley (1992), the common finding is that there is overwhelming evidence of non-linear structure across many types of financial data (stocks, bonds, futures, foreign exchange), which can reasonably be described as a generalized autoregressive conditionally heteroscedastic (GARCH) process (Ballie and Bollerslev, 1989). However, the question of whether this is the only, or indeed the best way to represent the non-linear dependence which is found in these series still remains unresolved (Sola and Timmerman, 1994).

III. THE DATA AND PRELIMINARIES

The analysis presented here is based on just over twenty years of daily mid-price spot exchange rate data, denominated in pounds-sterling. The sample period taken covers the whole of the post-Bretton-Woods era until the present day, specifically from 2 January 1974 until 1 July 1994 inclusive. A set of ten currencies are analysed, namely the Austrian schilling/pound (hereafter denoted A), the Canadian dollar/pound (C), the Danish krone/pound (D), the French franc/pound (F), the German mark/pound (G), the Hong Kong dollar/pound (H), the Italian lira/pound (I), the Japanese yen/pound (J), the Swiss franc/pound (S), and the US dollar/pound (U). The raw exchange rates were transformed into log-returns with all subsequent analysis being performed on these, which can be interpreted as a series of continuously compounded daily returns (Brock et al., 1991), and constitutes a series of 5191 observations. This transformation has become standard in the finance literature, and one possible justification for using returns rather than raw data is that the raw data is likely to be nonstationary (see, for example, Corbae and Ouliaris, 1988 or Bleaney and Mizen, 1993). Non-stationarity may cause a spurious rejection of linearity (Hinich and Patterson, 1985) and furthermore, Guillaume et al. (1994, p. 6) argue that ‘... the changes of prices rather than the prices themselves are the variable of interest for traders maximizing short-term investment returns’.

Summary statistics for the returns are presented in Table 1. All series show strong signs of non-normality, with significant excess kurtosis. This is clearly a salient feature of most financial data (Hsieh, 1988, 1989a). The Ljung–Box (1978) portmanteau test for the joint significance of the first 10 lags, given in the last column of the table, is generally significant for most of the series.

Fitting a linear model

A further issue to be explored at this stage is the question of whether there is any simple linear dependence or daily seasonality in the data. This may need to be filtered out before testing for non-linearity since some of the tests, such as the BDS test, have power against linear as well as non-linear alternatives, and many of the tests employed (Tsay’s test, White’s neural network test, Engle’s ARCH test, and

1The data were tested for the presence of unit root nonstationarity using the Dickey–Fuller (Dickey and Fuller, 1979; Fuller, 1976), Phillips–Perron (Phillips, 1987; Perron and Phillips, 1987; Phillips and Perron, 1988) and Sargan Bhargava (Sargan and Bhargava, 1983; Bhargava, 1986). The levels data and the log-levels data were found in all cases to be strongly $I(1)$, but there was no evidence of nonstationarity in the returns series.
Ramsey’s RESET test), are calculated from the estimated residuals of a linear fit. The class of ARIMA, or Box–Jenkins (Box and Jenkins, 1976) models can be used to fit a linear model to a time series. In this case, the unit root in the series has already been removed by the process of log-differencing, and since any moving average model can also be represented by an infinite order autoregression, the class of possible linear specifications is restricted to those of an autoregressive form. ARMA and MA models were also tested, but in general, the MA component adds little to the model, and can be restricted to zero on likelihood ratio grounds. Furthermore, the effects of MA and ARMA filtering on the null distribution of the non-linearity test statistics is not well documented as it is with pure autoregressive models. In each case, a dummy variable for the number of successive holiday days between trading (excluding weekends) was also included in the estimated regressions, together with daily dummies for Monday, Tuesday, Wednesday and Thursday. These dummies are incorporated in order to remove any linear seasonality in the data which may arise from the market microstructure or the non-homogeneous arrival of information throughout the week. This class of models has been widely used as a starting point for filtering linear dependence from time series data prior to testing for non-linearity (Hsieh, 1989a, 1989b, 1991; LeBaron, 1988, for example). Failure to remove seasonality from the data may lead to a spurious rejection of whiteness. The choice of autoregressive lag length can be made on a number of grounds, including Box–Jenkins interactive procedure, or the use of various information criteria. Among these are the minimization of Schwarz’s Bayesian Information Criterion (Schwarz, 1978) and Akaike’s information criterion (Akaike, 1974), or the maximization of $R^2$. An alternative, suggested by Hsieh (1989b), is to use the minimum number of lags that ensures that the Ljung–Box Q(50) statistic is insignificant at the 10% level although this proposal seems somewhat arbitrary. Only results using the number of lags selected by SBIC are shown here, although all the non-linearity tests were conducted using the numbers of lags selected using Hsieh’s criterion and using an arbitrary ten lags for all the series. Although these are not shown, the results are virtually indistinguishable from those of shorter lag lengths.

It should be emphasized at the outset that the objective of this study is not to build a statistically acceptable empirical model of exchange rate returns, but rather to choose an acceptable specification which will remove linear and linear seasonal components from the series, and yet will provide a parsimonious representation of the data. Indeed the linear regressions (not displayed) all perform rather poorly as stand-alone models, in common with many other studies (e.g. Scheinkman and LeBaron, 1989; Willey, 1992). Few lags are significant beyond the first lag, even at the 10% level, and those that are seem randomly placed. The holiday dummy is found to be significant (at the 10% level or better) only for the Canadian dollar and Hong Kong dollar. Many of the series exhibit no daily seasonality ($A, D, F, G, S$), while in the rest there appears to be a significant, positive Wednesday effect.

### Fitting a GARCH model

The ARCH (autoregressive conditionally heteroscedasticity) family of models was first suggested by Engle (1982), and has led to a subsequent explosion of articles on the subject. Instead of being conditionally fixed over time, the variance of the process is modelled as being dependent on lags of past squared residuals. These models have found to accurately fit the data from a diversity of financial disciplines, although as Hall et al. (1989) note, the ARCH parameterization of the conditional variance does not have any solid grounding in economic theory, but represents ‘a convenient and parsimonious representation of the data’. A generalization of the ARCH model, known as GARCH, was proposed by Bollerslev (1986), and can be viewed as an infinite order ARCH model. It was considered preferable to estimate a GARCH(1,1) model, which embodies a compact representation, for the purpose of filtering. The GARCH models estimated in this study were of the form

$$x_t = \beta_0 + \sum_{i=1}^{5} \beta_i x_{t-i} + \gamma_1 M_o + \gamma_2 T_u + \gamma_3 W_e + \gamma_4 T_h + \gamma_5 H_{ol} + \varepsilon_t, \varepsilon_t \sim N(0, h_t)$$

\[ h_t = a_0 + a_1 h_{t-1} + a_2 \varepsilon_{t-1}^2 \] (1)

where $x_t$ represents the first difference of the log of the exchange rate, $M_o$, $T_u$, $W_e$ and $T_h$ are daily dummy variables, and $H_{ol}$ is a dummy variable representing the number of successive days between trading (excluding weekends), as described above. It is highly unlikely that a GARCH model of order greater than one in the autoregressive and moving average components would be required, since by definition, a GARCH(1,1) model implies an infinitely long memory with respect to past innovations. Akgiray (1989) finds that all higher orders of GARCH from (5,3) to (1,1) can be restricted to zero under a likelihood ratio test. The models were estimated using the BFGS quasi-maximum likelihood algorithm (Broyden, 1965, 1967; Fletcher and Powell, 1963) with misspecification robust estimation of standard errors.

---

2 Granger et al. (1989), for example, test only AR($p$) models “for simplicity”.

3 A fifth dummy variable for Friday was not included (as it is, for example, in Ellis (1992)) to avoid the occurrence of perfect multicollinearity between the five daily dummies and the constant term.

4 See Bollerslev et al. (1992) for an excellent survey of ARCH models and their derivatives.
IV. A THEORETICAL DERIVATION OF THE TESTS

In this section, a brief theoretical description of each test for non-linearity is given together with the null distribution with which the test statistic is to be compared.

Tsay's test

Tsay’s Test is a more powerful (Tsay, 1986, p. 461) generalization of Keenan’s (1985) test, which includes cross-product terms at different lag lengths in the auxiliary regression, such as \( x_{t-j} \cdot x_{t-k} \). The first step of the test is in common with Keenan’s, that is to regress \( x_t \) on a constant and \( p \) own lags, saving the residuals, \( \tilde{u}_t \). Next, define a vector \( Z_t \) as

\[
Z_t' = \text{vech}(Y_t'Y_t)
\]

where \( \text{vech} \) denotes the vector half-stacking operation, and \( Y_t = (x_{t-1}, \ldots, x_{t-p}) \). That is, all possible combination of the lagger terms (with \( x_{t-j} \cdot x_{t-k} \) and \( x_{t-j} x_{t-j} \) counting only once) are stacked in a single vector, which hence contains \( 1/2 p(p+1) \) terms. The second step entails running a multivariate regression of \( Z_t \) on a constant and \( p \) lags, saving the residuals, \( \tilde{v}_t \). This step may be viewed as an estimation of a system of \( 1/2 p(p+1) \) separate regressions, and hence, \( \tilde{v}_t \) will also have dimension \( 1/2 p(p+1) \times 1 \). Finally, regress \( \tilde{u}_t \) on \( \tilde{v}_t \) and denote the residuals \( \tilde{e}_t \). The test statistic is given by:

\[
\hat{F} = \frac{(\Sigma \tilde{e}_t \tilde{u}_t)(\Sigma \tilde{e}_t \tilde{v}_t)^{-1}}{\sum \tilde{e}_t^2 / (T - p - (1/2 p(p+1)) - 1}
\]

where the summations are from \( t = p+1 \) to \( T \). In the limit, \( \hat{F} \) is distributed as a \( \chi^2 \) variable with \( 1/2 p(p+1) \) degrees of freedom, but Tsay states that ‘in practice [he] prefer[s] to use the approximate F-distribution’ (p. 463).

The McLeod and Li test

The McLeod and Li (1983) test is similar to the Ljung–Box (1978) test in the sense that it is a test based on the autocorrelation of the (in this case squared) residuals. In practice, the test is computed as follows. First, fit the ‘best’ ARMA model to the time series, and denote the residuals by \( \tilde{u}_t \). The autocorrelation function at lag \( k \) is denoted by

\[
\hat{r}_{uw}(k) = \frac{\sum_{t=K+1}^{T} (\tilde{u}_t - \hat{\sigma}^2) (\tilde{u}_{t-k} - \hat{\sigma}^2)}{\sum_{t=1}^{T} (\tilde{u}_t - \hat{\sigma}^2)^2}
\]

where

\[
\hat{\sigma}^2 = \frac{1}{T} \sum \tilde{u}_t^2
\]

McLeod and Li show that for fixed \( p \), \( \sqrt{T} \hat{r}_{uw} = [\hat{r}_{uw}(1), \ldots, \hat{r}_{uw}(p)] \) is distributed asymptotically normally as \( T \to \infty \). A significance test can then be undertaken using the portmanteau statistic

\[
Q^*_uw = T(T + 2) \sum_{i=1}^{p} \hat{r}_{uw}^2(i) / (T - i)
\]

which is asymptotically \( \chi^2(p) \) if the \( \hat{a}_i \) are independent. It is apparent from the formulation of the test statistic that the test is a squared residual analogue of the Ljung–Box \( Q^*_w \) statistic. Thus the test will be relatively powerful in detecting departures from linearity which may be attributed to the presence of ARCH effects, but as Lee et al. (op cit) show, the test has limited power against other nonlinear alternatives.

The RESET test

Ramsey’s (1969) RESET (regression error specification test) is a general test for misspecification of functional form which could again be viewed as a more general formulation of Keenan’s test, which allows for functions of the fitted values of a higher order than two. The statistic is formulated via the following steps. First, the multivariate regression (with exogenous variables and/or with \( p \) own lags) with a constant is run, saving the residuals, \( \tilde{u}_t \), and fitted values, \( \tilde{x}_t \). Next, a regression which constitutes the alternative model of the form

\[
y_t = \tilde{x}_t' \alpha + \beta_2 \tilde{x}_t^2 + \cdots + \beta_k \tilde{x}_t^k + e_t
\]

is run for \( k \geq 2 \), where \( \tilde{x}_t \) is a vector containing the original regressors, and \( k \) is the highest order of the fitted values from the first regression included in the second (auxiliary) equation. In practice, collinearity between the fitted values of different orders may be a problem, so the usual procedure is to form the principal components of the fitted values \( (\tilde{y}_1, \ldots, \tilde{y}_q) \), and choosing the \( p^* \) largest, regressing \( z_i \) on these and \( \tilde{x}_t \) to give the residual \( \hat{\tilde{e}}_t \). The test statistic is given by

\[
\text{RESET} = (\hat{a}' \tilde{u} - \hat{e}' \hat{\tilde{e}}) / p^* \sqrt{\hat{e}' \hat{\tilde{e}}(t-k)}
\]

Under the null, \( \text{RESET} \sim F(p^*, T-k) \). A Lagrange multiplier version of the test is obtained by taking the squared multiple correlation coefficient (i.e. \( R^2 \)) from the last regression and multiplying it by the sample size to form

\[
\text{RESET2} = TR^2 \sim \chi^2(p^*)
\]

for large \( T \) under the null. \( \text{RESET2} \) was also calculated, but the \( p \)-values in each case were almost identical, and hence only those for \( \text{RESET} \) are shown. The sample size is large here, so one would expect the asymptotic bounds of the tests to be closely approximated.
Engle’s test for ARCH

A test for the presence of ARCH in the residuals of a linear model is calculated as follows. First, run a linear regression of the form described above (that is, using the dummy variables and \( m \) lags of the dependent variable), saving the residuals, \( \hat{\epsilon} \). Then square the residuals, and regress them on \( p \) own lags to test for ARCH of order \( p \). The LM test statistic is defined as \( TR^2 \) (the number of observations multiplied by the coefficient of multiple correlation) from the last regression, and is distributed as a \( \chi^2(p) \) under the null of no order \( p \) ARCH effects.

White’s neural network test

White’s neural network test for neglected non-linearity (White, 1989, 1990), uses a single hidden layer feed-forward neural network with additional direct connections from inputs to outputs. Network output, \( o \), is given by

\[
o = \tilde{x}' \alpha + \sum_{j=1}^{g} \beta_j \psi(\tilde{x}' \gamma_j)
\]

where \( \tilde{x} \) is the input vector, \( \gamma_j \) are the connection strength or weights, \( \beta_j \) are hidden to output weights, and \( \psi \) is an ‘activation’ or ‘squashing function’. In this case, the logistic, \( \psi(\lambda) = (1 - e^{-\lambda})^{-1} \) is used. If the null hypothesis of linearity is true, then the \( \tilde{x}' \alpha \) (i.e. the direct connection between the inputs and outputs) will describe the structure and hence the optimal \( \beta \) will all be zero. The rather complex test statistic is given by

\[
M_T = \left( T^{-1/2} \sum_{i=1}^{T} \varphi_i \hat{\epsilon}_i \right) \hat{W}_T^{-1} \left( T^{-1/2} \sum_{i=1}^{T} \varphi_i \hat{\epsilon}_i \right)
\]

where \( \hat{\epsilon}_i \) are the estimated residuals of the linear model, \( \varphi_i = (\psi(\tilde{x}_i \Gamma_1), \ldots, \psi(\tilde{x}_i \Gamma_q))' \) and \( \Gamma \), the hidden unit activations, are chosen at random. \( \hat{W}_T \) is a consistent estimator of \( W^* = \text{var}(T^{-1/2} \sum_{i=1}^{T} \varphi_i \epsilon_i^*) \). The null hypothesis tested in a Lagrange multiplier framework, is given by \( H_0: E(\psi(\epsilon_i^*) = 0 \), against a two-sided alternative that the equality does not hold. \( M_T \) is asymptotically \( \chi^2(q) \) under the null as \( T \to \infty \). Bonferroni bounds provide an upper limit on the \( p \)-value. If \( p_1, \ldots, p_k \) denote the ascending-ordered \( p \)-values corresponding to \( k \) draws of \( \Gamma \), then the simple Bonferroni implies rejection of a linear null at the 100\( \alpha \)% level if \( p_i \leq \alpha/k \), so that, in the limit, the simple Bonferroni \( p \)-value is given by \( \alpha = kp_i \). Hochberg (1988) suggests an amendment to the Bonferroni method, which allows consideration of all the \( p \)-values rather than just the largest, which may have led to a loss of power. The modified Hochberg Bonferroni limit is given by \( \alpha = \min_{i=1, \ldots, k} (m - i + 1) p_i \), so that \( H_0 \) is rejected if there exists an \( i \) such that \( p_i \leq \alpha/(m - i + 1) \), \( i = 1, \ldots, k \).

The bispectrum test

The bispectrum is the double Fourier transform of the third order cumulant function, and this forms the basis of the test for Gaussianity and linearity suggested by Hinich (1982), following a previous paper by Subba Rao and Gabr (1980). The general third-order moment (cumulant)\(^5 \) function is defined as

\[
C_{xxx}(r, s) = E[x(t + r)x(t + s)x(t)]
\]

Since the estimates of the third order cumulants are hard to interpret (Hinich and Patterson, 1985), the double Fourier transform is calculated, leading to the bispectrum:

\[
B_{xxx}(f_1, f_2) = \sum_{r=-\infty}^{\infty} \sum_{s=-\infty}^{\infty} C_{xxx}(r, s) \exp[-2\pi i (f_1 r + f_2 s)]
\]

This follows directly as a third order analogue to the normal power spectrum of \( x_t \), which is given by

\[
S_{xx}(f) = \sum_{s=-\infty}^{\infty} C_{xx}(s) \exp[-2\pi i fs]
\]

where \( C_{xx}(s) = E[x(t+s)x(t)] \) is the second-order moment function.

It has been proved (Hinich, 1982), that the skewness function \( X(f_1, f_2) \) is given by

\[
X^2(f_1, f_2) = \frac{|B_{xxx}(f_1, f_2)|^2}{S_{xx}(f_1)S_{xx}(f_2)S_{xx}(f_1 + f_2)} = \frac{\mu_3^2}{\sigma_x^6}
\]

where \( \sigma_x^6 = E(\epsilon_i^6) \) and \( \mu_3 = E(\epsilon_i^3) \). The modulus of the bispectrum, \( B_{xxx} \), is taken since in general it is a complex number. Ashley et al. (1986, p. 174), prove that the bispectral linearity test is invariant to linear filtering. Linearity and Gaussianity of \( x_t \), are tested via the null hypotheses that \( X(f_1, f_2) \) is constant over all frequencies and that \( X(f_1, f_2) \) is zero over all frequencies respectively. The actual tests statistic used in both cases reduces to

\[
S = 2 \sum_{m} \sum_{n} |X(f_m, f_n)|^2
\]

Under the null hypothesis of Gaussianity, the test statistic is distributed asymptotically as a standard normal. When the null is of linearity, the test statistic is distributed approximately as a \( \chi^2 \) random variable with two degrees of freedom. The 80% quantile of the empirical distribution, scaled by a function of the variance of the series is asymptotically distributed as a standard normal variable under the null that the underlying data generating process is linear, and constitutes the test statistic shown here, as suggested by Hinich and Patterson (1989). One parameter to be set by the user is the frame size. Hinich and Patterson (1985) use a frame size equal to the square root of the number of

\(^5\) As Barnett et al. (1994) correctly point out, the cumulants are the coefficients of the power series expansion of the logarithm of a distribution, rather than of the level, as is the case for the moments.
observations. In this case, that is calculated as 71, but in a personal communication, Hinich recommends a reduction in the frame size to 60 to improve the power of the test. The relevant test statistics are estimated here using both frame sizes.

The BDS test

The test of Brock et al. (BDS, 1987) takes the concept of the correlation integral and transforms it into a formal test statistic which is asymptotically distributed as a standard normal variable under the null hypothesis of independent and identical distribution (IID) against an unspecified alternative. The formulation of the test statistic is as follows. First, the ‘m-histories’ of the series, \( x^n = (x_i, x_{i+1}, \ldots, x_{i+m-1}) \) are computed for time \( t = 1, \ldots, T - m \) for embedding dimension \( m \), and for time delay \( \tau \). The correlation integral is defined as

\[
C_m(\varepsilon) = \frac{1}{(T-m+1)(T-m)} \sum_{s,t,s \neq t} I_\varepsilon(x_{t+s}^m, x_{t+s}^m)
\]

where \( I_\varepsilon \) is an indicator function that equals one if \( \| x_{t+s}^m - x_t^m \| < \varepsilon \), and zero otherwise. \( \| \cdot \| \) denotes the supremum norm, which is the most widely used distance measure. Although the usual Euclidean norm is equivalent, it is computationally more intensive and hence is rarely used in practical applications. The correlation integral thus counts the number of points out of a possible total of \( 1/2(T(T-m)) \) that are within a distance \( \varepsilon \) of each other in \( m \)-dimensional space. Next calculate the log of the correlation integral divided by the log of the distance, \( \varepsilon \), and take the limit as \( \varepsilon \) is made progressively smaller. The BDS test statistic is defined as follows.

\[
P_{m, \tau}(\varepsilon) = T^{1/2} \left[ \frac{C_T(\varepsilon) - C_1(\varepsilon)^m}{\sigma_{m, \tau}(\varepsilon)} \right]
\]

The BDS test is a two-sided test so that, in general, rejection of the null of IID occurs when the estimated value of the test statistic is more extreme (in either tail) than the corresponding statistic from the normal tables. Hence, as a rule of thumb, there exists some degree of dependence in the data if the absolute value of the estimate test statistic takes on a value greater than two, although the null distribution is changed when filtering through a GARCH model is undertaken. On the whole, we would expect to reject in the upper tail of the distribution, since more clustering of points in \( m \)-dimensional space than would be expected under randomness appears more likely than less.

V. RESULTS

A full set of results for all the tests examined is given in Tables 2 to 6. The result of each test is considered below, and the main features are drawn together and analysed in Section VI. On the whole, there is a noteworthy degree of agreement between the tests, which are generally very different in formulation. The autoregressive lag length specified in the estimation procedure makes very little difference to the conclusion reached. Tsay’s test rejects the linear null for the German mark, Italian lira, Japanese yen and US dollar. The McLeod and Li test always leads to rejection of linearity at all significance levels, and it appears that the test is of little empirical value for the analysis of financial data, since, as detailed above, the test always rejects as a consequence of ARCH effects, and is unable to discern any further or alternative structure. The RESET test leads to rejection for the German mark, Hong Kong dollar, Italian lira and Swiss franc, at the 0.1% level. As expected, there was extremely strong evidence for the presence of ARCH effects in the

---

Footnotes:

4. This is quite expected, since there is very little linear structure in the returns; these results are available on request.
5. New critical values for tests on the residuals of a GARCH model are given in Hsieh (1991), Table 13, although they do not differ markedly from those corresponding to the standard normal distribution.
residuals of the linear models for all the series. The p-values for the test statistics are not reported since they are always zero. However, two further points are noteworthy for consideration with regard to the other non-linearity tests. First, the magnitude of ARCH effects varies considerably between the series: it is highest for the Austrian schilling, the Hong Kong dollar, the Italian lira and the Swiss franc, but especially for the latter. Second, as the lag length of the autoregressive filter in the mean term is increased, the value of the ARCH test statistic is reduced. This may be a result of either small lag lengths failing to fully remove linear components and hence biasing the test in favour of rejection of ARCH, or specification of an excessive lag length relative to that of the true data generating process, may remove some genuine non-linear dependence from the data.

The neural network test may be more powerful than the tests shown above, and this has indeed been found to be the case (Lee et al., 1993). Rejection of the linear null hypothesis certainly occurs more frequently than for all tests except McLeod and Li and Engle’s ARCH. Only the Canadian dollar, and to a lesser extent, the Hong Kong dollar and Japanese yen, show no evidence of non-linearity, but once again, the test has some power against ARCH, and thus any interpretation of the results may be somewhat ambiguous,
Table 4. Results of bispectrum tests on returns data

<table>
<thead>
<tr>
<th>Series</th>
<th>Gaussianity</th>
<th>Linearity</th>
<th>% significant bispectral estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H$ 0.80 fractile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A$</td>
<td>24.68</td>
<td>-1.386</td>
<td>9.88</td>
</tr>
<tr>
<td>$C$</td>
<td>11.02</td>
<td>-1.958</td>
<td>5.86</td>
</tr>
<tr>
<td>$D$</td>
<td>20.43</td>
<td>1.383</td>
<td>6.17</td>
</tr>
<tr>
<td>$G$</td>
<td>20.03</td>
<td>-1.639</td>
<td>8.33</td>
</tr>
<tr>
<td>$H$</td>
<td>25.37</td>
<td>-0.067</td>
<td>8.33</td>
</tr>
<tr>
<td>$I$</td>
<td>17.74</td>
<td>-0.138</td>
<td>7.41</td>
</tr>
<tr>
<td>$J$</td>
<td>51.79</td>
<td>-2.475</td>
<td>11.42</td>
</tr>
<tr>
<td>$S$</td>
<td>21.20</td>
<td>-3.204</td>
<td>7.72</td>
</tr>
<tr>
<td>$U$</td>
<td>33.89</td>
<td>-2.011</td>
<td>11.73</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>% significant bispectral estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
</tr>
<tr>
<td>$C$</td>
</tr>
<tr>
<td>$D$</td>
</tr>
<tr>
<td>$G$</td>
</tr>
<tr>
<td>$H$</td>
</tr>
<tr>
<td>$I$</td>
</tr>
<tr>
<td>$J$</td>
</tr>
<tr>
<td>$S$</td>
</tr>
<tr>
<td>$U$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Series</th>
<th>Gaussianity</th>
<th>Linearity</th>
<th>% significant bispectral estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H$ 0.80 fractile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A$</td>
<td>11.60</td>
<td>-2.402</td>
<td>8.64</td>
</tr>
</tbody>
</table>

Notes: * denotes significance at the 5% level. All Gaussianity statistics are significant at the 1% level.

Table 5. BDS test results for returns data

<table>
<thead>
<tr>
<th>Embedding dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Series</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>$D$</td>
</tr>
<tr>
<td>$F$</td>
</tr>
<tr>
<td>$G$</td>
</tr>
<tr>
<td>$I$</td>
</tr>
<tr>
<td>$J$</td>
</tr>
</tbody>
</table>

Although rejection of the linear null cannot be entirely attributed to ARCH, since rejection only occurs for some of the series, and yet all are characterized by ARCH effects.

Using the bispectrum test, the null hypothesis of Gaussianity is rejected in all cases for all the series (raw, linearly and GARCH-filtered data), although to a lesser extent for the Canadian dollar than for the other currencies. This result confirms the non-normality of the currencies suggested by the simple Bera-Jarque (1981) test displayed in Table 1. The null hypothesis of linearity is very rarely rejected, even at the 10% level, indicating a lack of non-linear dependence in any of the series, at least of the form that can be detected by the bispectrum test. This result is similar to that of Barnett et al. (1994) and is unsurprising given that the bispectrum test has low power against ARCH alternatives, and that the power of the test is adversely affected by strong kurtosis in the underlying series.

When conducting the BDS test, the data are usually pre-filtered through linear and ARCH-type filters to obtain new series. This has been viewed as both an advantage (since a stronger picture of the precise nature of the non-linearity present in the data, if any, can be observed), and a disadvantage (because filtering through a possibly misspecified linear, or worse non-linear, model may alter the null distribution of the test statistic). The BDS test has been extensively applied in the literature, and on the whole, there appears to be less action in these pound-denominated series than in those denominated in US dollars or in stock market data (c.f. for example, Hsieh, 1989 and Abhyankar et al., 1994). Linear filtering with up to 10 lags of the dependent variable and the removal of daily seasonality and anomalies associated with holidays makes very little difference to the estimated values of the test statistics, indicating that there exists further dependence in the data, which must be of...
a non-linear form. Furthermore, contrary to the results of Hsieh (1989), but in agreement with those of Yadiv et al. (1993), there appears to be in some cases, particularly the Swiss franc, considerable further non-linearity once the effects of ARCH have been removed from the data, although the estimated values of the BDS statistics are, for all the other series, much reduced.

VI. ANALYSIS, CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH

On the whole, although the null hypothesis of linearity is rejected by almost all the tests used in this study, and across almost all of the series, these results should be put into perspective. It is possible, and perhaps useful, to categorize observed non-linear dependence in financial time series into two groups: volatility clustering effects, and all other forms of non-linearity. It has been shown that foreign exchange markets are characterized by what can be represented by ARCH or GARCH processes, and it appears that ARCH dominates many of the non-linearity tests used here (Granger, 1993), to the extent that other forms of non-linearity are masked and difficult to uncover. It is therefore important to consider which of the tests used have power against which particular non-linear alternatives, and specifically, which do or do not have power against ARCH (such as the bispectrum test). A rejection of a linear null in the case where the test has little power against ARCH would clearly be an interesting result, since it would indicate that non-linear dependence of a form in addition to, or instead of (but perhaps having the same properties as) ARCH is present in the data.

The usual method for assessing the power of specific tests is to undertake a Monte Carlo study, simulating data (with given stochastic properties) from a pre-specified non-linear model under the alternative, and calculating the number of times the test correctly rejects the linear or iid. null. This procedure has been followed by a number of authors, including Barnett et al. (1994), Hsieh (1991), Liu et al. (1992), Ashley et al. (1986), Ashley and Patterson (1989), and Lee et al. (1993). The most important common conclusion is that no test is uniformly most powerful (UMP) against all non-linear alternatives. Perhaps the results of Hinich’s bispectrum test and the BDS test are most telling. Since the bispectrum test results in virtually no rejections of linearity, it appears that there is little evidence that the data could accurately be described as a bilinear, single state non-linear moving average or single state non-linear autoregressive model alone.

To conclude, it is evident from the numerous tests undertaken above that non-linear dependence is a salient feature of financial time-series data. This is hardly surprising, given the huge volume of literature indicating the presence of ARCH effects in many financial markets. What becomes clear, however, from tests such as BDS, which allow ARCH non-linearity to be filtered from the data is that there still exists a small degree of non-linearity of an unknown form, once volatility clustering is removed. In this study, this is true only of the Swiss franc, although a number of other studies show a similar result (Yadiv et al., 1993) in spite of the fact that the GARCH-(1,1) model appears to fit the data extremely well. It may be either that the GARCH models used in the various studies are misspecified and hence do not capture all of the dependence in the squared residuals, or, more likely, it may be that further patterns are present in the data. It is possible that this additional structure may be described by a switching or more complex threshold model. Interestingly, the hypothesis suggested in the introduction to this chapter that one may anticipate more action in the less frequently traded currencies is not borne out by the data, with large volume currencies such as the US dollar.

Their work cannot be considered a full Monte Carlo simulation, since they use only one set of data for each model, which is generated cleanly with no added noise.

Table 6. BDS test results for standardized residuals of a GARCH-(1,1) model

<table>
<thead>
<tr>
<th>Series</th>
<th>Embedding dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>-2.836</td>
</tr>
<tr>
<td>D</td>
<td>-0.196</td>
</tr>
<tr>
<td>F</td>
<td>-0.048</td>
</tr>
<tr>
<td>G</td>
<td>0.314</td>
</tr>
<tr>
<td>H</td>
<td>-0.720</td>
</tr>
<tr>
<td>I</td>
<td>0.051</td>
</tr>
<tr>
<td>J</td>
<td>-0.055</td>
</tr>
</tbody>
</table>
Japanese yen and German mark exhibiting considerably more (possibly potentially forecastable) dependence than the Australian schilling, Canadian dollar and Danish krone.

It appears that an impasse has been reached in the literature on non-linearity testing. GARCH effects have been found to dominate all other forms of non-linearity, but few rival or additional models have come to light. Three new approaches seem worthy of comment. First, the ‘windowing’ approach and the new test of Hinich (1995)\(^\text{10}\) may prove useful, in that the short-term structure of financial series has often been somewhat neglected given the tendency in the literature towards even longer sample periods with associated assumptions of parameter constancy in order to satisfy the data requirements of the more complex tests. These tests may be more powerful against some non-linear alternatives, but this is at the expense of masking a myriad of structures which may be present for a shorter period of time. Second, the test developed by Kaplan (1994), based on continuity in phase space, may be worthwhile as a portmanteau equivalent to the BDS test, since in principle at least, it allows the user to test for whiteness against any specified linear or nonlinear alternative. Third, as suggested by Peel and Speight (1994), it may be possible that GARCH models in combination with, for example, the self exciting threshold autoregressive (SETAR) model of Tong (1983 and 1990), or the bilinear model of Granger and Anderson (1978), may more fully describe the data.
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\(^{10}\) The test is a time domain analogue of the bispectrum test which requires only relatively small samples.
Non-linearity in sterling exchange rates


